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abstract. I present a counter-example to Nash’s derivation of utility theory in
‘The Bargaining Problem’.

In his classic paper ‘The Bargaining Problem’, John Nash claims (without
proof) that utility theory can be derived from a set of surprisingly weak
axioms. He writes:1

By making the following assumptions we are enabled to develop
the utility theory of a single individual:

1. An individual offered two possible anticipations can decide
which is preferable or that they are equally desirable.

2. The ordering thus produced is transitive; if 𝐴 is better than
𝐵 and 𝐵 is better than 𝐶 then 𝐴 is better than 𝐶.

3. Any probability combination of equally desirable states is
just as desirable as either.

4. If 𝐴, 𝐵, and 𝐶 are as in assumption (2), then there is a prob-
ability combination of 𝐴 and 𝐶 which is just as desirable as [𝐵].
This amounts to an assumption of continuity.

5. If 0 < 𝑝 < 1 and 𝐴 and 𝐵 are equally desirable, then 𝑝𝐴 +
(1 − 𝑝)𝐶 and 𝑝𝐵 + (1 − 𝑝)𝐶 are equally desirable. Also, if 𝐴 and 𝐵
are equally desirable,𝐴may be substituted for 𝐵 in any desirability
ordering relationship satisfied by 𝐵.

These assumptions suffice to show the existence of a satisfac-
tory utility function, assigning a real number to each anticipation
of an individual. This utility function is not unique, that is, if 𝑢
is such a function then so also is 𝑎𝑢 + 𝑏, provided 𝑎 > 0. Letting
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1 Nash 1950, pp. 156–7, with the correction to condition (4) noted in Nash 1996, p. 2.
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capital letters represent anticipations and small ones real numbers,
such a utility function will satisfy the following properties:

(a) 𝑢(𝐴) > 𝑢(𝐵) is equivalent to 𝐴 is more desirable than 𝐵,
etc.

(b) If 0 ≾ 𝑝 ≾ 1 then 𝑢[𝑝𝐴 + (1 − 𝑝)𝐵] = 𝑝𝑢(𝐴) + (1 − 𝑝)𝑢(𝐵).

Nevertheless, the following is a counter-example:
Suppose there are three exclusive categories of states and anticipa-

tions: good, bad, and neutral. Any probability combination of states
of the same category also belongs to that category. Probability combina-
tions of states of more than one category are neutral. All anticipations
of the same category are equally desirable. And neutral anticipations
are preferred to bad anticipations, and good anticipations are preferred
to neutral and to bad anticipations.

These preferences satisfyNash’s axioms but not both (a) and (b). If, for
instance,𝐴 is good,𝐵 is neutral, and𝑝 = 1/2, then 𝑢[𝑝𝐴+(1−𝑝)𝐵] is
neutral. Then, by (a), it holds that 𝑢(𝐴) > 𝑢(𝐵) = 𝑢[𝑝𝐴+(1−𝑝)𝐵]. So
it follows that 𝑢[𝑝𝐴+(1−𝑝)𝐵] < 𝑝𝑢(𝐴)+ (1−𝑝)𝑢(𝐵), which violates (b).

Kenneth J.Arrowmayhave thought ofmuch the same counter-example,
since he (discussing very similar assumptions) adds an axiom that rules
out this example — namely, that ‘there are at least four probability dis-
tributions, no two of which are indifferent (or all are indifferent).’2 But
much the same axiom (that there exist at least four distinct indifference
sets) was first suggested by Herman Rubin.3

Given that we add Rubin’s axiom to Nash’s, Jacob Marschak likewise
claims thatwe can derive utility theory.4 Nevertheless, rather thanRubin’s
axiom, Marschak’s proof makes use of the following axiom due to Abra-
ham Wald: There exist two anticipations 𝑋 and 𝑌, both with a positive
probability for all states, and𝑋 is preferred to 𝑌.5

But, given Nash’s axioms, we can derive Wald’s axiom from Rubin’s.
Suppose there are four anticipations such that no two of them are indiffer-
ent. By axioms (1), (2), and the latter half of (5), we have a weak ordering
of all anticipations. So theremust be at least four distinct indifference sets
in the ordering. Assume, for proof by contradiction, that all anticipations
with a positive probability for all states belong to the same indifference set.

2 Arrow 1951, p. 425n22. I thank Petter Wakker for this observation.
3 Marschak 1950, p. 118. Arrow claims that his understanding of utility theory was

derived in part from Rubin; see Fishburn and Wakker 1995, p. 1133.
4 Marschak 1950, pp. 118, 137.
5 Marschak 1950, p. 118.
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Then, since there are at least four distinct indifference sets, there will be
an anticipation in an indifference set that is two steps away in the order-
ing. Then, by axiom (4), another anticipation with a positive probability
for all states must belong to the indifference set in between—which con-
tradicts our assumption. So we can conclude that not all anticipations
with a positive probability for all states belong to the same indifference
set. And then, by axiom (1), Wald’s axiom follows.6

I wish to thank Kacper Kowalczyk, Wlodek Rabinowicz, Dean Spears, H. Orri
Stefánsson, and Peter Wakker for valuable comments.
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